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Abstract. In the realm of fault injection (FI), electromagnetic fault in-
jection (EMFI) attacks have garnered significant attention, particularly
for their effectiveness against embedded systems with minimal setup.
These attacks exploit vulnerabilities with ease, underscoring the im-
portance of comprehensively understanding EMFI. Recent studies have
highlighted the impact of EMFI on phase-locked loops (PLLs), uncov-
ering specific clock glitches that induce faults. However, these studies
lack a detailed explanation of how these glitches translate into a specific
fault model. Addressing this gap, our research investigates the physical
fault model of synchronous clock glitches (SCGs), a clock glitch injec-
tion mechanism likely to arise from EMFI interactions within the clock
network. Through an integrated approach combining experimental and
simulation techniques, we critically analyze the adequacy of existing fault
models, such as the Timing Fault Model and the Sampling Fault Model,
in explaining SCGs. Our findings reveal specific failure modes in D flip-
flops (DFFs), contributing to a deeper understanding of EMFI effects
and aiding in the development of more robust defensive strategies against
such attacks.
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1 Introduction

The majority of the electronic products used in our daily lives manipulate, store,
and transmit sensitive data. The largest part of these products are designed with-
out taking into account the threats generated by fault injection (FI) attacks. To
define countermeasures against FI, a full characterization of the fault effects must
firstly be conducted. This characterization remains a complex and challenging
task because it must be analyzed at various levels (model, microarchitecture,
gate and transistor).
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Various means are used to conduct FI attacks, such as lasers [12] and electro-
magnetic [14] injections. However, electromagnetic fault injection (EMFI) [20]
is particularly noteworthy as a frequently employed mean due to its minimal
setup requirements for targeting a component. In this article, our primary focus
is on studying the effects of EMFI attacks. However, EMFI attacks are char-
acterized by their lack of precision, resulting in a broad and difficult-to-control
impact, potentially affecting a wide range of elements embedded in the targeted
component.

Previous studies [5, 25] have shed light on the EMFI impact on phase-locked
loops (PLLs). They have brought to attention the generation of clock glitches
induced by EMFI, which lead to faults in components. While this research has
been pivotal in understanding the effects of EMFI, it falls short of an in-depth
explanation of how these clock glitches concretely translate into faults.

Several articles [7, 8, 9, 13, 16] have proposed low-level fault models to explain
the occurrence of faults induced by EMFI. However, these models focus on the
specific case where EMFI interact with power and ground signals.

Consequently, there remains a gap [15] in our comprehension of why EM-
induced clock glitches result in specific fault perturbations as it is difficult to
isolate them from the predominant effects (power and ground interaction).

Within this context, this article aims at providing a low-level fault model
that explain how EM-induced clock glitches lead to faults. However, we use a
clock glitching platform and not EMFI to induce faults, allowing us to have
only faults of interest. Through physical experimentations and simulations, we
highlight the main mechanism of fault as well as influencing factors.

This article is organized as follows. Section 2 reviews the related works con-
cerning EM injection and clock glitch attacks and the associated fault models.
We conclude that no low level fault model in the literature can be applied to our
case. Therefore we state the hypotheses behind our own model dubbed controlled
synchronous clock glitch in Section 3. To verify these hypotheses, we conduct
experiments and simulations in Section 5, with a setup described in Section 4.
These experiments allow to develop an understanding of the different factor that
may lead to a fault.

2 Related works

2.1 Overview of Fault Injection Analysis

By utilizing different FI methods and parameters, attackers can achieve various
effects. Characterizing these effects aims to develop a fault model that represents
what happen at specific abstraction levels. Therefore, understanding the effects
of faults is crucial for implementing efficient countermeasures. The fault model is
usually characterized at the physical, register-transfer, or microarchitectural lev-
els, as described in [26]. First, the physical fault model analyzes the interaction
between FI and transistors and logic gates. At this level, the goal is to under-
stand why the photons injected from a laser pulse can switch a logic gate output,
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or why a D flip-flop (DFF) samples an incorrect value under EMFI. This level
considers the analog nature of electrical current and voltage signals [8, 9, 16].
Second, at the register-transfer level (RTL), a fault is modeled as a logic signal
alteration. Here, the analysis focuses on how a bit flip or a ’stuck at 0’ (or 1)
propagates through a circuit. Finally, at the microarchitectural level, a fault is
analyzed by its impact on the microarchitecture. For instance, a bit-flip on the
forwarding control signal can lead to an instruction skip [21]. Microarchitectural
fault models include instruction-set architecture (ISA) fault models that repre-
sent a fault as an instruction modification. In other words, at the ISA level, the
consequence of a fault can be linked to one instruction being transformed into
another [22, 23]. Some microarchitectural faults cannot be modeled at the ISA
level. For example, in [24], faults impact the data cache, but the instructions
remain intact.

This paper focuses on analysing the physical fault model arising from a spe-
cific EM-induced clock glitch, described in Section 2.2. The study intentionally
excludes RTL and microarchitectural fault models from its scope.

2.2 EMFI on the PLL

To the best of our knowledge, the first mention of the influence of EMFI on the
PLL was in [25]. The PLL is a component that takes a low-frequency clock signal
as input and generates a high-frequency, stabilized clock signal. The objective
was to use the PLL as a detector for EMFI. The authors consider the booting-up
phase of the PLL, where it transitions from an “unlocked ” state to a “ locked ”
one. This transition does not take the same amount of clock cycles with and
without EMFI, thus demonstrating the sensitivity of the PLL to EMFI.

Claudepierre et al. explain in [5] that EMFI alters the behavior of the PLL
and generates clock glitches. More precisely, the injection modifies a clock cycle:
the rising edge does not reach the high state because the injection causes a drop
in the signal until the next clock cycle. The glitched clock cycle delivers less
energy (it has a lower voltage for a shorter duration), but remains synchronous.
The authors also show that the injection may eliminate the cycle altogether,
suggesting that the characteristics of glitched clock cycles may vary between
injections. In this paper, this specific clock glitch is referred to as synchronous
clock glitch.

2.3 TRAITOR

To reproduce EMFI clock cycle perturbations, Claudepierre et al. introduced an
FI tool named TRAITOR [6]. TRAITOR can control the amplitude parame-
ter, which defines the energy level of the synchronous clock glitch. This allows
for more precise control over the glitch. For the remainder of this article, this
perturbation is referred to as controlled synchronous clock glitch (CSCG). Since
there is currently no method to demonstrate equivalence, we refer to EM-induced
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clock glitches as synchronous clock glitch and TRAITOR-induced clock glitches
as CSCG.

In their study, Claudepierre et al. targeted a microcontroller to analyze the
TRAITOR fault model [6]. The primary induced microarchitectural fault model
is an instruction skip. As a result, with its very high success rate and ability to
perform a large number of faults, TRAITOR is a suitable FI tool for NOP-oriented
programming, as explained in [17]. By carefully replacing selected instructions
with a NOP assembly instruction, an attacker can modify a running program,
akin to a Returned-Oriented Programming (ROP) attack. As demonstrated by
Gicquel et al. in [10], without appropriate hardware countermeasures, such an
attack is almost guaranteed to succeed.

TRAITOR can be used to simulate the effect of EMFI. Several fault models
have been proposed to explain the impact of EMFI on circuits, and these may
apply to TRAITOR. However, the physical model of such EM-induced fault has
not yet been analyzed, to our best knowledge.

2.4 Known Fault Models

In this paper, an error is defined as an incorrect transient value, for example,
when an induced current in a wire modifies its logic state. A fault occurs when
an error propagates up to a memory element, allowing the propagation of the
incorrect value into the next clock cycle.

For a fault to have a lasting impact on a circuit, an erroneous value must be
stored at some specific point. For instance, a current induced by laser FI may
create a latch-up, which forms the basis of the stuck-at fault model [18]. In most
cases, the storage of an error results from the interaction of transient signals
with a positive-edge-triggered DFF. This section discusses the correct behavior
of the DFF and known failure modes as described in the literature.

The DFF’s Correct Behavior Consider a simple circuit composed of two
DFFs with some logic in between, as depicted in Figure 1. For proper sampling
(or storage) to occur from D1 to Q1 in the second DFF, the data coming from
D1 must be stable during the setup and hold time window, defined by tsetup
before and thold after the rising edge of clk, respectively. For the fault models
presented in the following sections, this DFF is assumed to be under fault.

Timing Fault Model The Timing Fault Model was the first of its kind to
be proposed. In 2008, Selman et al. [19] demonstrated that underpowering a
circuit could lead to errors due to setup time violations. Subsequently, in 2010,
Agoyan et al. [3] showed that shifting a clock’s rising edge in time can trigger
similar effects. As illustrated in Figure 2, D1 is unstable during the tsetup time.
This violation of the timing constraint can cause Q1 to enter a metastable state,
potentially leading to a fault. In other words, when the input timing constraints
are not met, the value of Q1 becomes non-deterministic. Metastability refers
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Normal execution:

LOGIC
D0 Q0

D1 Q1

clk

tsetup thold

clk

D1

Q1

Fig. 1: Normal execution of a simple synchronous circuit.

to the phenomenon where a non-deterministic output is generated if the DFF
signal constraints are not adhered to. This setup time violation can occur due
to a reduction in the supply voltage of the logic, which extends its execution
time (for instance, by underpowering the circuit), or by advancing a clock cycle,
resulting in the logic having insufficient time to execute before the next rising
edge. This model was initially suggested [7] to explain the effects of EMFI.

tsetup thold

Faulted execution:

LOGIC
D0 Q0

D1 Q1

clk

E

E

clk

D1

Q1 ?

Fig. 2: Timing Fault Model on a simple circuit.

Sampling Fault Model To the best of our knowledge, the most recent de-
scription of the Sampling Fault Model is found in [9]. This article explains that
an EM-pulse induces parasitic currents in wire loops located beneath the probe.
Consequently, fluctuations occur in the current of affected wires, such as Vdd,
Gnd, the clock tree, DFF routing, and others, causing voltage bounces and drops,
depending on the injection polarity.

In scenarios where a voltage drop occurs, the pulse causes circuit signals
(D1, Q1, and clk in Figure 3) to temporarily decrease, halting circuit operation.
These signals eventually return to their nominal values. If the injection occurs
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just before a rising clock edge (as depicted in Figure 3), a race ensues between
D1 and clk. A fault occurs if clk returns to its nominal value before D1.

Faulted execution:

LOGIC
D0 Q0

D1 Q1

clk

E
clk

D1

Q1

Fig. 3: Sampling Fault Model on a simple circuit. The grey rectangle in the chronogram
symbolizes the signal drop.

This model has been further explored and reproduced in [27], with refine-
ments to the coupling model and coverage of cases not previously examined: how
to create a fault with a positive pulse when the DFF input is high. A distinctive
characteristic of the Sampling Fault Model is the fault sensitivity window which
has been experimentally confirmed: a specific timing window relative to the ris-
ing edge of the clock, during which faults can be induced. Because of the race
condition between clk and D1, a fault can only occur within a narrowly defined
timing window around the clock’s rising edge. This sensitivity window remains
constant for a given circuit, irrespective of its frequency, but is influenced by the
logic situated between the DFFs.

What about the Charge-Based Fault Model? Another model, described
by Liao et al. [13], is the Charge-based Fault Model. This model posits that an
EM-pulse influences the circuit’s capacitance. When a circuit is overclocked or
powered with subnominal voltage, the amount of charge present is closer to the
threshold required to flip a DFF under normal conditions. As a result, EM-pulses
can more easily perturb DFFs. Within the scope of this paper, this model is not
considered. While it presents an interesting concept, it is primarily supported
by experimental data; no comprehensive explanatory model or simulation has
yet been proposed. The Charge-Based Fault Model does not provide a clear ex-
planation of why a DFF would store erroneous data, it only states that charges
influence this outcome. Instead, it can be viewed as a description of how other
factors might aid in the facilitation of EMFI.

Comparison with Controlled Synchronous Clock Glitch To develop a
fault model that explains why the CSCG causes faults, it’s essential to identify
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which component is most susceptible to being impacted. Given that the glitch
is carried out by the clock, we hypothesize that DFFs are likely to be affected,
as illustrated in Figure 4.

Faulted execution:

LOGIC
D0 Q0

D1 Q1

clk

E

clk

D1

Q1
?

Fig. 4: Controlled synchronous clock glitch impact on a simple circuit.

Furthermore, the Timing Fault Model and the Sampling Fault Model do not
sufficiently explain why the CSCG causes faults since:

– Only the clock is modified and other signals, particularly D1, remain stable,
there is no race condition between clk and D1. Therefore, the Sampling Fault
Model is excluded.

– There are no timing variations for either the clock or D1, thus no setup time
violations can occur, ruling out the Timing Fault Model.

Given that the CSCG cannot be accounted for by existing published fault models,
further study is necessary to identify a fault model that accurately describes its
effects.

3 Understanding the Controlled Synchronous Clock

Glitch

Considering the published fault models introduced in Section 2, the observed
fault model needs to be thoroughly analyzed. In this section, we propose several
hypotheses that can explain the CSCG fault model.

Hypothesis 1 (Energy Threshold) For a DFF to correctly sample a clock’s
rising edge, the clock signal must meet a certain energy threshold, combination
of voltage amplitude and width thresholds.

The energy of the clock signal determines whether the DFF samples the incoming
data. A failure to sample is considered a fault. Depending on the energy of the
clock signal, three states of the DFF are observed:
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1. When the energy of the clock signal is too low, falling below the required
energy threshold, the DFF is in a always faulted state.

2. Conversely, when the energy of the clock signal is sufficiently high, surpassing
the threshold, the DFF is in an always unfaulted state.

3. When the clock signal hovers around the required threshold, the DFF enters
a sometimes unfaulted state (i.e. when out of X FIs, it has sampled at least
once). In this state, the output of the DFF is in a metastable state, influenced
by the amount of clock energy. This phenomenon is further explored in 5.1.

This hypothesis alone is insufficient to fully explain the effect of the CSCG. We
propose below two additional hypotheses, following the introduction of the fault
sensitivity concept.

Definition 1 (Fault Sensitivity). The minimum amplitude at which a DFF
becomes sometimes unfaulted is called its fault sensitivity.

When faulting two DFFs, for instance on a field programmable gate array
(FPGA), their behaviors should be similar but not identical, and they may
not share the same fault sensitivity . This difference can be attributed to vari-
ability in the manufacturing process among integrated circuits (ICs) and within
individual DFFs of the same IC die. In other words, two identical DFFs, i.e.,
with the same characteristics and hardware layout, may not share the same fault
sensitivity . Also, if the two DFFs are from two FPGAs of the same model, they
may not share the same fault sensitivity .

Hypothesis 2 (Fault Sensitivity Dependency on Intrinsic Properties)
The fault sensitivity of a DFF depends on its intrinsic properties, such as process
variability and clock routing up to the DFF among others.

However, the intrinsic properties alone are not sufficient to explain observed
variations in fault sensitivity. To add a layer of complexity, we consider the
environment surrounding the glitched DFFs, specifically focusing on the wires
carrying signals (e.g., clock, Vdd, Vss between DFFs). The energy from neigh-
boring wires may influence the glitched clock, altering the behavior of the target
DFFs. This includes both data routing between DFFs and the clock routing on
the dedicated clock network.

Hypothesis 3 (Fault Sensitivity Dependency on Extrinsic Properties)
The fault sensitivity of a DFF may also be affected by extrinsic factors, such as
the activity in neighboring wires (including routing between DFFs and the routing
of the clock tree).

To validate these hypotheses, experiments (either through simulation or on
actual hardware) are necessary. In the following sections, the experimental setup
is presented.
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4 Experimental Setup

The previous section has introduced hypotheses that may explain the effects
of the CSCG. In this section, we describe experiments aimed at confirming or
refuting these hypotheses. The experimentation is categorized into two types:
physical FI and simulated experiments.

4.1 Physical Experiments

Physical FIs are performed using TRAITOR implemented on an Artix-7 FPGA
to inject CSCG into our device under test (DUT). To facilitate comprehension,
we will begin by elucidating the use of TRAITOR for FI, embedded into our
DUT.

In preparation for subsequent discussions, it is imperative to make a clear
distinction between logical DFF and physical DFF:

– The logical DFF represents an abstract conceptualization of a DFF in our
DUT, with multiple possible mappings onto physical DFFs.

– The Physical DFFs are tangible components found on the ICs, such as
FPGAs, serving as the foundational element for logical DFF. A logical DFF
is mapped onto a given physical DFF.

When logical or physical is not mentionned, then the representation of the DFFs
can be either.

How does TRAITOR work? To generate a CSCG, we can control the oc-
currence of the corrupted clock edge in each clock cycle and adjust a single
parameter known as the amplitude, which shapes the corrupted edge. Figure 5
illustrates the generation of the corrupted edge using two phase-shifted clocks,
with the phase under the TRAITOR user’s control. Ideally, this method would
result in a square pulse. However, the theoretical pulse width, equivalent to the
phase shift, is too small relative to the circuit’s inductance, preventing the signal
from reaching its high value within the available time. Consequently, the am-
plitude of the corrupted edge is determined by the phase shift; a larger phase
shift allows the corrupted signal to reach a higher level. Thus, the amplitude pa-
rameter influences both the height and the duration (also referred to as width)
of the corrupted clock edge.

In our implementation, the phase shift is adjustable in increments of 32 ps.
Throughout this paper, the term ‘amplitude’ applied to TRAITOR will refer to
the number of these 32 ps steps in the phase shift.

TRAITOR produces two clocks: a regular clock, referred to as clk_ok, and
a clock that incorporates the CSCG, referred to as clk_glitched. Both clocks
are synchronous, operating at 16MHz, and are supplied to the DUT.
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clk1

clk2

phase shift

amplitude
CSCG

CSCG = (clk1 ⊕ clk2) · clk1

Fig. 5: The CSCG is generated using two out-of-phase clocks, clk1 and clk2. The
TRAITOR user has the capability to replace the regular clock signal with CSCG at
their discretion.

Composition of the DUT The DUT, depicted in Figure 6, comprises several
logical DFFs, categorized into two types:

1. Target logical DFFs that receive clk_glitched.

2. Control logical DFFs that receive clk_ok.

These DFFs are organized into groups of 6, with a group consisting of either tar-
get logical DFFs (referred to as a target chain) or control logical DFFs (referred
to as a control chain). There is one control chain and 32 target chains. Each
chain, whether control or target, is fed the same input: a sequence alternating
between 0 and 1. This sequence ensures that the content of every DFF, whether
logical or physical, changes with each clock cycle. The outputs of the target
chains are compared with the output of the control chain. Any discrepancy in at
least one target output is indicative of a fault. By examining the timing between
the FI and the appearance of the faulty output at the end of a chain, the specific
logical DFF affected in the chain can be identified.

The logical DFFs are mapped onto the physical DFFs of an Artix-7 FPGA,
which are located in slices (8 physical DFFs per slice). Although slices contain
other components, for clarity these are not considered in our discussion. Two dis-
tinct mappings, as shown in Figure 7, are used to investigate how these mappings
influence our results.

Fault Injection Protocol The physical experiments are detailed in Section 5.
To conduct these experiments, the following protocol is adhered to:

1. Both TRAITOR and the DUT are implemented on the same Artix-7 FPGA.
This setup ensures the shortest and simplest clock paths, avoiding addi-
tional hardware components such as IOs or external wiring. To ensure con-
sistency across all experiments, we meticulously determine the placement of
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target registers

control registers

TRAITOR

clk glitched

clk ok

010101

010101

010101

010101

010101

010101

010111

010101

010101

010101

fault!

Fig. 6: DUT and TRAITOR on an Artix-7 FPGA.

TRAITOR and our DUT on the FPGA, aiming for precision. This guaran-
tees that TRAITOR is consistently mapped to the same location for every
experiment.

2. The FI process remains constant. Upon receiving a trigger from the target,
a CSCG with a specified amplitude is injected. This process is repeated 100
times for each amplitude, ranging from 0 to 29. Subsequently, we analyze
which DFF, if any, has been impacted by the FI.

3. Conclusions are drawn based on the observed outcomes and the analysis of
results.

4.2 Transistor-Level Simulations

The simulations were carried out using Eldo [2], an ASIC oriented SPICE sim-
ulator. Given the proprietary nature of the Artix-7 FPGA design, replicating
the exact 28 nm physical DFFs targeted in the physical experiments is not fea-
sible. Instead, the simulations employ DFFs from a similar CMOS technology
available in our laboratory, i.e., a 28 nm FDSOI (Fully Depleted Silicon On In-
sulator) Process Design Kit. These physical DFFs feature three connections: D,
Q, and a clock input. However, unlike the physical DFFs used in the Artix-7 ex-
periments, they lack a reset pin. Although the simulated DFFs and the Artix-7
physical DFFs do not have the same implementation, they do not significantly
differ since they are designed for similar technology node and tend to behave the
same way.

The simulated circuit consists of two DFFs. They first undergo a normal
clock cycle, followed by a glitched one. Although a fault is injected into both
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mapping 1

in-order

mapping 2

randomized

logical DFFs physical DFFs

Fig. 7: The two logical-to-hardware mappings: mapping 1 is in-order and mapping 2 is
randomized.

DFFs, only the first one is considered for analysis; the second DFF is included
to more closely mirror our physical experiments by simulating a load. The clock
operates at 100MHz with a voltage amplitude ranging from 0V to 1V.

The simulation focuses on a state change in the first DFF, transitioning from
0 to 1. It is important to note that the metastability phenomenon observed in
physical experiments is not replicable in simulation. The primary goal of the
simulation is to estimate the impact of the voltage and width of the controlled
synchronous clock glitch. To achieve this, we independently vary both param-
eters, incrementally increasing them from low values until the DFF under test
samples the input.

5 Hypotheses validation

In this section, multiple experiments and simulations are conducted to validate
the hypotheses presented in Section 3.

5.1 Hypothesis 1: Energy Threshold

We examine the behavior of physical DFFs faulted with TRAITOR, observing
variations depending on the amplitude parameter. The results of the FI campaign
validate Hypothesis 1. The target physical DFFs exhibit the following behaviour,
shown on Figure 8, for 3 distinct DFFs:

1. For amplitudes ranging from 0 to 21, inclusive, all DFFs are in a always
faulted state.

2. For amplitudes between 22 and 24, inclusive, some DFFs are in a always
faulted state, while others are in a sometimes unfaulted state.

3. Starting from amplitude 25, all DFFs are in a always unfaulted state.
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The energy threshold is not identified by a single amplitude; instead, it is char-
acterized by a range of 2 to 3 amplitudes in this experiment, with the fault
sensitivity as the lower bound. During this transition phase from faulted to un-
faulted, a physical DFF progressively experiences fewer faults until it becomes
entirely unfaulted. The transition phases of the 192 physical DFFs overlap but
are not identical, as illustrated in Figure 8.

21 22 23 24 25 26
Amplitude (phase steps)

0.0

0.2

0.4

0.6

0.8

1.0

Pr
ob

ab
ilit

y 
of

 fa
ul

t

DFF 1
DFF 2
DFF 3

Fig. 8: Transitions phases of three target physical DFFs chosen since they exhibit
different characteristics.

Energy Propagation and Metastability Figure 8 illustrates the variation in
fault occurrence probability relative to the glitch amplitude for 3 distinct DFFs,
selected for their different characteristics. This figure shows various behaviors.

First, the 3 DFFs exhibit different fault sensitivities (22 for DFF 1, 23 for
DFF 3, 24 for DFF 2). DFF 2 remains in a always faulted state at a higher
amplitude, suggesting more energy loss during clock signal propagation. The
causes of this energy loss are examined with Hypotheses 2 and 3. Then, at an
amplitude equal to their fault sensitivity, each DFF shows a fraction of samplings
being unfaulted and the rest faulted, indicative of metastable behavior. This ratio
is consistent and reproducible for each physical DFF.

The standard error of the mean (SEM) is easily calculable: in the worst-
case scenario where the fault probability is p = 0.5, the standard deviation σ is
σ =

√

p · (1− p) = 0.5. Therefore, the SEM is SEM = σ/100 = 0.005, as we
have 100 experiments for each DFF. We can deduce that our fault probability
falls within 3 error deviations (= 0.015) for approximately 99% confidence. For
instance, our metastability evaluation suggests that at amplitude 23, DFF 1
registers a fault in 22± 1.5% of injection attempts with 99% confidence.
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What we observe in Figure 8 is a typical S-curve characteristic of metastable
behavior due to insufficient energy at the DFF’s clock pin [4]. However, only one
amplitude per DFF triggers the metastable output.

As a conclusion, each DFF undergoes a transition phase, displaying a limited
metastable behavior. The transition phases of different DFFs may overlap but
are not identical, attributed to the energy loss during clock signal propagation.
This results in a collective transition phase for all DFFs from amplitudes 22 to
24 inclusive.

Simulating the Influence of Glitch Width and Voltage Amplitude In-
dependently While the previous experiment emphasizes the existence of an
energy threshold, TRAITOR’s specific design does not allow for independent
testing of the influence of the glitch width and voltage amplitude on this thresh-
old. To overcome this limitation, we simulate a small circuit (as described in
Section 4.2) where we send a glitched clock pulse while varying the glitch width
and voltage amplitude independently to observe if the sampling occurs.

The simulation is performed with a glitch width ranging from 0 ns to 5 ns
by steps of 0.01 ns and voltage amplitude ranging from 0V to 1V by steps of
0.01V). Figure 9 illustrates the sampling behavior with respect to glitch width
and voltage amplitude parameters. The DFF successfully samples above the
curve. The plot is constrained to the range from 0 ns to 1 ns, reflecting the fact
that the amplitude reaches a lower plateau at 0.46V.

Remarkably, sampling occurs for very small widths, as long as the voltage
amplitude is sufficiently high; the minimum width for this occurrence is 0.03 ns
at a voltage of 0.84V. However, the opposite is not true: the glitch voltage
amplitude must be at least 0.46V for the DFF to sample, regardless of the
width. In other words, it is “sufficient” for the DFF to sample that the controlled
synchronous clock glitch has a high voltage amplitude for a short width, but
not a long width with a low amplitude. Hence, the voltage amplitude threshold
appears to be more restrictive than the width threshold.

5.2 Hypothesis 2: Fault Sensitivity Dependency on Intrinsic
Properties

In this part of the study, we aim to understand why the transition phase, par-
ticularly the fault sensitivity, varies among physical DFF. Our primary focus
is on the potential dependency of fault sensitivity on the intrinsic properties of
physical DFF.

As discussed in Section 5.1, each physical DFF exhibits a specific and re-
producible fault sensitivity. One primary factor influencing this sensitivity is the
layout of clock routing: not all physical DFF on an FPGA share identical clock
signal paths. Variations in these paths, potentially due to length differences or
coupling with neighboring wires, can introduce disparities in inductance. If the
layout of the clock routing was the sole intrinsic factor affecting fault sensitivity,
then replicating the same design (with identical mapping) on another FPGA of
the same model would result in the same sensitivity for identical logical DFFs.
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Fig. 9: Simulated sampling results: for a given glitch with voltage amplitude and width
above this curve, sampling is correct.

In the ensuing experiment, the same DUT is mapped onto two Artix-7
FPGAs in the exact same manner. Practically, this involves using the same
bitstream FPGA image on both FPGAs. The resulting fault sensitivities are de-
picted in Figures 10a and 10b. One can see that while the fault sensitivities of
the two FPGAs do show some similarities, notable differences exist. Given that
both FPGAs are programmed with the same image and therefore have identi-
cal clock routings, the discrepancies observed in Figure 10 can be attributed to
process variations. The individual FPGA dies are not exactly identical, leading
to variations in the inductances of clock paths, which in turn result in differing
fault sensitivities for placement-equivalent physical DFFs.

Limits to the Intrinsic-Only Fault Model If we assume that only the
intrinsic properties of a physical DFF affect its fault sensitivity, then the mapping
of logical DFFs to physical DFFs on a specific FPGA should not influence the
fault sensitivities of these physical DFFs. This is because the clock routing is
independent of the routing of other signals. Since the glitch is propagated solely
by the clock signal, the fault sensitivity, assuming it depends solely on intrinsic
properties, would be specific to each physical DFF.

To test this assumption, we map the same physical DFFs onto the same
FPGA in two different configurations (as depicted in the two mappings of Fig-
ures 10a and 10c) and then compare their fault sensitivities. This results in
varying fault sensitivities. The clk_glitched signal remains consistent across
both mappings since it follows dedicated clock paths, suggesting that the CSCG
should be identical in both experiments and consequently result in the same fault
sensitivity for each physical DFF independently from the mapping. The two map-
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(c) Color coded fault sensitivities of the first 64 reg-
isters on mapping 2 randomized on FPGA 1.

Fig. 10: Comparing fault sensitivities between physical DFFs for various settings.

pings differ in how data signals are routed between physical DFFs which clearly
has an impact on the fault sensitivity. This observation leads us to hypothesize
that extrinsic properties, such as data signals in this case, may influence CSCG.

5.3 Hypothesis 3: Fault Sensitivity Dependency on Extrinsic
Properties

Given that intrinsic properties alone do not account for all variations in fault
sensitivity, we now turn our attention to extrinsic properties. Specifically, we
examine two types of extrinsic influences:

– Activity on data wires, i.e., the paths linking physical DFFs to each other.
– Activity on clock wires, responsible for carrying clock signals to the physical

DFFs.

For each wire type, we conduct a separate experiment to isolate and observe its
specific influence.
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Impact of Data Wires The influence of data wires on the clk_glitched

energy was previously suggested in Section 5.2. We delve deeper into this aspect
with the following experiment. Figures 10a and 11a illustrate the fault sensitiv-
ities of two different routings. Similar to the approach in Section 5.1, the target
logical DFFs are mapped in-order. However, in this case, we alter the routing
between two physical DFFs, resulting in a change in the data wire connections
between them. Consequently, we end up with two DUT having the same logical
DFFs to physical DFFs mapping, and thus identical clock routing, but differing
in data wire routing between physical DFFs.
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(a) Color-coded fault sensitivities of
the first 64 registers on mapping 1 in-

order with different data routing on
FPGA 1, to be compared to Figure 10a.
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(b) Color-coded fault sensitivities of
the first 64 registers on mapping 1 in-

order with a forced adjacent path for
the clock on FPGA 1, to be compared
to Figure 10a.

Fig. 11: Comparing fault sensitivities between physical DFFs for different routing

As a conclusion, the routing of data signals between physical DFFs signif-
icantly impacts the energy of the clock signal reaching these physical DFFs,
thereby affecting their fault sensitivities.

Impact of Clock Wires We further hypothesize that the clk_glitched signal
is influenced by the proximity to the clk_ok signal. Previously, the mapping of
the DUT and TRAITOR was carefully arranged to avoid any crossing or parallel
arrangement of the two clock networks. To assess the impact of clock network
interference, we now map some control DFFs on a slice adjacent to the target
DFFs. This setup places both clk_glitched and clk_ok on parallel physical
paths, given that the dedicated clock routes are next to each other and originate
from nearby sources [1].

Figures 10a and 11b show that the fault sensitivities not only differ but are
also notably lower. In all previous experiments on this FPGA, such as on Fig-
ure 10a, fault sensitivities ranged between 22 and 24. However, in this setup, they
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range between 20 and 21. It appears that positioning the clk_ok signal adja-
cent to clk_glitched effectively ‘adds energy’ to the latter, thereby reducing
its fault sensitivity.

Interpretation The observed energy transfers, both data-to-clock and clock-to-
clock, are likely the result of cross-talk between these signals. The fault sensitivity
of a physical DFF is highly dependent on the energy delivered by the clock’s
rising edge, so even a small amount of energy added or subtracted through
cross-talk can have a noticeable impact [11]. These findings suggest that the
fault sensitivity in a DFF is an extremely precise indicator of the activity in the
surrounding circuitry.

6 Conclusion

EMFI is a popular yet imprecise method for inducing incorrect behaviors in ICs.
Among the various effects caused by EMFI, it triggers a specific clock glitch
known as the synchronous clock glitch. We reproduce a similar signal, referred to
as the CSCG, directly on the clock network, delivering less energy than a regular
clock cycle. This glitch results in faults, but existing physical fault models have
not adequately explained it thus far.

To address this knowledge gap, we propose the Energy-threshold Fault Model.
This model states that a DFF requires a specific energy level on the clock port
to sample correctly. When the energy falls below the required threshold, the
DFF fails to sample. When the energy hovers near that threshold, the DFF out-
put enters a metastable state, leading to uncertain sampling. The threshold of
each DFF varies based on intrinsic properties, such as process variability and
clock network layout. Moreover, it can be influenced by extrinsic factors like the
activity of neighboring wires, due to cross-talk. This suggests that measuring
the threshold value provides a novel and highly precise means of assessing the
activity of a circuit surrounding a specific DFF.

It is worth noting that this model was only tested using the same family of
FPGAs. While the relationship between clock energy and sampling should hold
true for any IC (as suggested by simulations in Section 4.2), the specifics of the
cross-talk phenomenon might vary. Additionally, our testing was limited to the
use of TRAITOR; future work should focus on recreating CSCG with EMFI as
Claudepierre et al. [5] and verify if the Energy-threshold Fault Model requires
adjustments.
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